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1. Introduction

1.1 Background

Deep reinforcement learning is the go-to approach for anyone looking to train a single agent in an environment and has achieved super-human performance in 2D game environments across a range of tasks. To be more specific, Deep Q-Networks (DQN) are shown to be effective in playing Atari games [10] and more recently, in defeating world-class GO players. [15] Recently, Asynchronous Advantage Actor-Critic (A3C) models have shown good performance in 3D environments as well. [9]  

1.2 Problems

The challenge of training an agent based on a set of partially observable 3D environments and achieving even near-human level performance is still wide open. In the case of partially observable states, the learning agent needs to remember previous states in order to select optimal actions. [16]

A common method used to boost performance results includes using object detection and image segmentation to augment image data collected from the frame buffer. [2] However, this kind of classification is a supervised learning problem as visual elements are generally different from game to game (or environment to environment). This means that the agent’s performance across environments will be hurt if it uses such visual tagging.  

Despite making monumental strides in terms of performance as compared to pre-programmed bots, these past projects have not received universal praise from the community. Some have even accused companies like OpenAI to simply be overfitting large datasets with expensive hardware.  

1.3 Possible Solutions

The introduction of recurrent techniques similar to those used in natural language processing such as Long Short Term Memory (LSTM) layers have been tested to varying degrees of success.  The use of recurrent neural networks is effective in scenarios with partially observable states due to its ability to remember information for an arbitrarily long amount of time.  [16]

To prevent localization of the agent, we could have a set of pre-trained convolutional neural networks such as Faster RCNN for object detection and image segmentation [11] with the central decision making cortex. This entails a modular design element to the agent, a plug and play of sorts, when a new environment is loaded, a different classifier is loaded into the visual center of the agent’s brain enabling it to receive uniform data regardless of which environment it’s playing in.

Another possibility is to exploit the sounds from the game to augment the data further. Since the engine also allows us to access the sound buffer, and retrieve stereo sounds, human players have been able to tell which side game sounds are permeating from. [2] With a simple classifier that can differentiate sounds into fixed categories and a deterministic approach to which side and how far away the sound is coming from, the agent could perform much more effectively. 

Taking this approach would go some way in improving the general purpose nature of the agent thus no longer making it adept in one environment and clueless in another. 

2. Objective

This project attempts to develop an agent capable of playing first person shooter video games as well as the average human player across a plethora of scoring metrics including but not limited to:

· Kills obtained against game bots

· Kills obtained against human players

· Survival time 

· Navigating around unseen locations

The only information the agent will have access to is the image frames and a depth representation from the screen buffer. Finally, this project aims to allow human players to interact with the agent so people understand how much progress has been made in the field.

AI researchers are plagued everyday with questions about the real world solutions their research offers and while this problem does not hold the solution to a real world problem, it may bring us one step closer to building the generalized kind of intelligence we need to solve real world problems. This is what makes this endeavor worthwhile, in my opinion.

3. Deliverables

Software agent

Software platform to play against the agent 
4. Background Research 

The most common platform (environment) used by researchers is ViZDoom. [8] In fact, it’s used by [1], [2], [4], [6], [7], [14] and [16] to demonstrate the working of a specific algorithm and evaluating its performance. This is because ViZDoom, as the name suggests, is an environment for Doom, a genre defining, lightweight, multi-platform, open source game. Below is a comparison of different platforms and games that were considered. 
As you can see, Doom is a clear winner on multiple fronts. Of course, this also entails that AI research on the other platforms is not impossible, just more challenging. With regards to algorithms and approaches taken, I’ll just quickly summarize four of the best ones used on the ViZDoom platform. 

Devendra Singh Chaplot and Guillaume Lample used an Action-Navigator architecture for map exploration and combat, which means they divided the task of exploration and fighting to two separate deep Q networks for optimization. This is tactically excellent as a single network may be willing to sacrifice one for the other when presented with a locally optimal solution. [16]

Yuxin Wu and Yuandong Tian opted for an A3C model, as described in [9], instead and adopted curriculum learning to ensure good performance. This means they trained the agent on increasing levels of game difficulty in terms of shaping of the reward function and map complexity. [7]

Tejas D. Kulkarni and colleagues from MIT created successor representations of the reward function and visual input in a technique dubbed as “Deep Successor Reinforcement Learning“ to have the model converge faster. This involves taking an inner dot product of the successor maps they generated and the reward function, allowing the agent to learn representations in a quicker, albeit riskier manner. [6]

Shehroze Bhatti and his team at the University of Oxford used the Simultaneous Localisation and Mapping (SLAM) technique, commonly used in robotic vision, to create 2D semantic maps to serve as augmentations to the input for their deep recurrent Q network to good effect. [2]

5. Project schedule

Phase 2 
20th October – 30th December

Prototype development for Doom on ViZDoom engine 

Modular design of visual and decision making cortex

Training visual cortex on Doom classes for image segmentation

Phase 3 

1st January – 28th February

Generalization of the model to play Quake, Unreal Tournament and Wolfenstein

Developing Augmented Random Search and Proximal Policy Optimization models

Integration of sound data to augment visual input

Phase 4

1st March – 31st March 

Testing and hyperparameter tuning

Generalization of sound module 

Phase 5 

1st April – 1st May 

Project completion and documentation for presentation  
6. Concluding remarks

So far, I believe I’ve made fair progress especially on the research aspect of this project. Considering how recently the techniques I’m looking to implement have come to light, it’s imperative that I have a thorough understanding of the theories and mathematical concepts behind them. 

The next phase of the project will include trying out different architectures and algorithms while concurrently carrying out more research on the subject. 
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